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What is the impact of artificial
intelligence (Al) on democracy and
the public arena?

What is Al?

Al'is ,the study and construction of
agents that do the right
thing.“ (Russell und Norvig 2021, 22)
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What is Al?

L[ T]hat activity devoted to making
machines intelligent, and
intelligence is that quality that
enables an entity to function
appropriately and with foresight in
its environment.” (Nilsson 2010, xiii)
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COMPUTER SCIENCE

A general reinforcement learning
algorithm that masters chess, shogi,
and Go through self-play

David Silver***{, Thomas Hubert', Julian Schrittwieser'", Ioannis Antonoglou’,
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based

s for akmost 1 by By contrast, the AlphaGo

g play.

Inthis paper, we generalize ch

aworld
champion program in the games of chess and shogi (Japanese chess), as well as Go.

of Go by representing Go knowledge with the

Alan Turing, Claude Shannon, and John

he study of computer chess is as old as
Charles Babbage,
von Neumann devised hardware, algo-

trained. solely by reinforcement learning from
‘games of sel-play (9). In this paper,we introduce
IphaZ Iph:

rithms, and the

game of chess. Chess subsequently became a
grand challenge task for a generation of artifi-
o

Zero algorithm that accommodates, without
special casing, a broader class of game rules.

culminating in high-
performance computer chess programs that play
at a superhuman level (1, 2). However, these sys-
tems are highly tuned to their domain and can-
not be generalized to other games without
substantial human effort, whereas general game-
playing systems (3, ) remain comparativly weak.

A longstanding ambition of artificial intelli-
gence has been to create programs that can in-

tead

shog, as well as Go, by using the same algorithm
and network architecture for all three games.
Our results demonstrate that a general-purpose
reinforcement learning algorithm can learn,
tabula rasa—without domain-specific human
Knowledge or data, as evidenced by the same
algorithm succeeding in multiple domains—

superhuman performance across multiple chal-
I

(5, 6). Recently, the AlphaGo Zero algorithm
achieved superhuman performance in the game

A landmark for artificial intelligence was
achieved in 1997 when Deep Blue defeated the

human world chess champion (1). Computer
chess programs continued to progress stead-
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Fig. 1. Training AlphaZero for 700,000 steps. Elo ratings viere.

computed from games between diferent players where each player

was given 1's per move. (A) Performance of AlphaZero in chess.

compared with the 2016 TCEC world champion program Stockiish.
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Areas of use

(LeCun et al. 2015)
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What is Al?

Prediction Machine: ,Prediction
takes information you have, often
called "data," and uses it to generate
information you don’t have. In
addition to generating information
about the future, prediction can
generate information about the
present and the past.“ (Agrawal et al.
2018, 32)

Conditions

_lE], Data

Sufficient data that
objectively document
inputs and outputs.

it Stability

Patterns of inputs
and outcomes
need to be stable
over time,

/J Normatively

Are we sure that from a
normative perspective,
predictive outcomes
should resemble past
outcomes?
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contact
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Individuals

Self-rule.

Groups

Equality.

Institutions

Elections and the public
arena.

Systems

Competition between
democracy and
autocracy.
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Self-rule

Political self-rule relies on people's ability to
express and form political opinions. Al is
influencing both conditions.




Al Upload Filter

Content will be checked before

publication and, if necessary, prevented

from publication.

Al Moderation

Published content will be checked and, if

necessary, prevented from being

distributed.

a4 Al Informationflows

Information is deliberately disseminated
or slowed down that presumably triggers

desired or undesirable reactions.

Humans use Al-powered services to
answer questions and do not directly

Al as Access to Public Arena

access sources of information.
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Today, political information and decision-
making takes place in digital
communication spaces. These are
increasingly being shaped by Al. This
influences people's ability to express
themselves politically and to inform
themselves.

The data-driven nature of Al pulls the
corresponding content into the average.

Contestation becomes difficult,
factuality uncertain.

Public
Arena

Persuasion &
Manipulation

Political actors can use Al to optimize their
messages more for target groups. This can
happen for legitimate as well as illegitimate
reasons.
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Focus groups

LLMs can simulate the reactions
of specific subpopulations or
voter groups.

Variation

Generative Al can generate many
content variations.

Targeting

Al can select and reach out to
targeted subpopulations and voter
groups.

Misinformation

Generative Al be used to produce
and distribute misinformation




Sometimes
imagined effects
are enough!

It does not matter how well Al actually fulfills these
tasks.

The impression of Al's strong influence on political
decision-making can be enough to delegitimize
political decisions and elections.

This is especially true when Al is seen as the cause
of widespread misinformation.

Equality &
Fairness

Data sets are shaped by historical inequalities and
discrimination. Al that makes recommendations for the
future on these data sets will perpetuate historical
inequalities and discrimination.

n‘ ANNUAL
LM REVIEWS

AUTOMATING
INEQUALITY

HOW MIGH-TECH TOOLS PROFILE

POLICK. AND PUNISH THE POOR
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By automating tasks, Al can help weaken the role of
workers in their relationship with employers. As a result,
this can have a negative impact on their political
representation.

On the other hand, Al-supported (semi-)Jautomation can
help populations achieve prosperity gains, even if they
are under pressure from demographic change and suffer

from labor shortages.
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Demographics and Automation




Elections and
the public
arena

Al use can weaken the institutions of
elections and news media.

Al and
elections

Predict vote decisions Predict voting/donating Message testing
Either very easy, or very . . .
L i Possible, but of limited use. To a certain extent, messages
difficult to predict. Rare o K
. Prediction target occurs more can be tested. But the bigger
outcomes are difficult to i
K frequently. challenge is to reach people.
predict.
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Autocracy vs
Democracy

Equalize knowledge
processing advantage
of democracies
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It is possible that autocracies are better able to use the

potential of Al than democracies (i.e. more data, central

planning and resource allocation).

(These claims are solidly contested though, see Farrell et

al 2022; Yang 2023)

War and conflict

The

New
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War, Peace, and
Demoeracy

Quality of life
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in the Age of Al

I—i.-l Assessability
Companies, politicians and society
must work together to ensure that Al
and applications can be assessed.

Interdisciplinarity

ﬁ:é‘? To achieve this, science must

overcome disciplinary boundaries.

Media literacy

Al is part of media literacy of users,
but also of politicians, regulators,
and scientists.

Governance

Regulation must set limits and
framework conditions. However,
this is due to the previous points.
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Abstract

The success and widespread deployment of artificial intelligence (Al) have raised awareness of the
technology's economic, social, and political consequences. Each new step in the development and
application of Al is accompanied by speculations about a supposedly imminent but largely fictional
artificial general intelligence (AGI) with (super-)human capacities, as seen in the unfolding discourse about
capabilities and impact of large language models (LLMs) in the wake of ChatGPT. These far-reaching
expectations lead to a discussion on the societal and political impact of Al that is largely dominated by
unfocused fears and enthusiasms. In contrast, this article provides a framework for a more focused and
productive analysis and discussion of Al's likely impact on one specific social field: democracy. First, itis
necessary to be clear about the workings of Al. This means differentiating between what is at present a
largely imaginary AGI and narrow artificial intelligence focused on solving specific tasks. This distinction
allows for a critical discussion of how Al affects different aspects of democracy, including its effects on the
conditions of self-rule and people’s opportunities to exercise it, equality, the institution of elections, and
competition between democratic and autocratic systems of government. This article shows that the
consequences of today’s Al are more specific for democracy than broad speculation about AGI capabilities
implies. Focusing on these specific aspects will account for actual threats and opportunities and thus allow
for better monitoring of Al's impact on democracy in an interdisciplinary effort by computer and social
scientists.
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Abstract

The public arena relies on artificial intelligence (AI) to ever greater degrees. Media
structures hosting the public arena—such as Facebook, TikTok, Twitter, and YouTube
ly rely on Al bled applications to shape information environments,
autonomously generate content, and communicate with people. These applications
affect the public arena’s functions: make society visible to itself and provide spaces for
the formation of publics and counterpublics. We offer a framework that allows for the
conceptualization and empirical examination of Al's structural impact on the public
arena. Based on this perspective, we argue that the growing uses of Al will lead to a
strengthening of intermediary structures that can exercise a greater degree of control
over the public arena. In addition, the data-driven nature of most Al-applications
threatens to push challenges to the political status quo out of sight and obstruct the
assessability of Al-enabled interventions.
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