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What is the impact of artificial 
intelligence (AI) on democracy and 
the public arena?

What is AI?

AI is „the study and construction of 
agents that do the right 
thing.“ (Russell und Norvig 2021, 22)



What is AI?

„[T]hat activity devoted to making 
machines intelligent, and 
intelligence is that quality that 
enables an entity to function 
appropriately and with foresight in 
its environment.“ (Nilsson 2010, xiii)

COMPUTER SCIENCE

A general reinforcement learning
algorithm that masters chess, shogi,
and Go through self-play
David Silver1,2*†, Thomas Hubert1*, Julian Schrittwieser1*, Ioannis Antonoglou1,
Matthew Lai1, Arthur Guez1, Marc Lanctot1, Laurent Sifre1, Dharshan Kumaran1,
Thore Graepel1, Timothy Lillicrap1, Karen Simonyan1, Demis Hassabis1†

The game of chess is the longest-studied domain in the history of artificial intelligence.
The strongest programs are based on a combination of sophisticated search techniques,
domain-specific adaptations, and handcrafted evaluation functions that have been refined
by human experts over several decades. By contrast, the AlphaGo Zero program recently
achieved superhuman performance in the game of Go by reinforcement learning from self-play.
In this paper, we generalize this approach into a single AlphaZero algorithm that can achieve
superhuman performance in many challenging games. Starting from random play and given
no domain knowledge except the game rules, AlphaZero convincingly defeated a world
champion program in the games of chess and shogi (Japanese chess), as well as Go.

T
he study of computer chess is as old as
computer science itself. Charles Babbage,
Alan Turing, Claude Shannon, and John
von Neumann devised hardware, algo-
rithms, and theory to analyze and play the

game of chess. Chess subsequently became a
grand challenge task for a generation of artifi-
cial intelligence researchers, culminating in high-
performance computer chess programs that play
at a superhuman level (1, 2). However, these sys-
tems are highly tuned to their domain and can-
not be generalized to other games without
substantial human effort, whereas general game-
playing systems (3, 4) remain comparatively weak.
A long-standing ambition of artificial intelli-

gence has been to create programs that can in-
stead learn for themselves from first principles
(5, 6). Recently, the AlphaGo Zero algorithm
achieved superhuman performance in the game

of Go by representing Go knowledge with the
use of deep convolutional neural networks (7, 8),
trained solely by reinforcement learning from
games of self-play (9). In this paper, we introduce
AlphaZero, a more generic version of the AlphaGo
Zero algorithm that accommodates, without
special casing, a broader class of game rules.
We apply AlphaZero to the games of chess and
shogi, as well as Go, by using the same algorithm
and network architecture for all three games.
Our results demonstrate that a general-purpose
reinforcement learning algorithm can learn,
tabula rasa—without domain-specific human
knowledge or data, as evidenced by the same
algorithm succeeding in multiple domains—
superhuman performance across multiple chal-
lenging games.
A landmark for artificial intelligence was

achieved in 1997 when Deep Blue defeated the
human world chess champion (1). Computer
chess programs continued to progress stead-
ily beyond human level in the following two
decades. These programs evaluate positions by
using handcrafted features and carefully tuned
weights, constructed by strong human players and

programmers, combined with a high-performance
alpha-beta search that expands a vast search tree
by using a large number of clever heuristics and
domain-specific adaptations. In (10) we describe
these augmentations, focusing on the 2016 Top
Chess Engine Championship (TCEC) season 9
world champion Stockfish (11); other strong chess
programs, including Deep Blue, use very similar
architectures (1, 12).
In terms of game tree complexity, shogi is a

substantially harder game than chess (13, 14): It
is played on a larger boardwith awider variety of
pieces; any captured opponent piece switches
sides and may subsequently be dropped anywhere
on the board. The strongest shogi programs, such
as the 2017 Computer Shogi Association (CSA)
world champion Elmo, have only recently de-
feated human champions (15). These programs
use an algorithm similar to those used by com-
puter chess programs, again based on a highly
optimized alpha-beta search engine with many
domain-specific adaptations.
AlphaZero replaces the handcrafted knowl-

edge and domain-specific augmentations used
in traditional game-playing programs with deep
neural networks, a general-purpose reinforce-
ment learning algorithm, and a general-purpose
tree search algorithm.
Instead of a handcrafted evaluation function

and move-ordering heuristics, AlphaZero uses a
deep neural network (p, v) = fq(s) with param-
eters q. This neural network fq(s) takes the board
position s as an input and outputs a vector of
move probabilities pwith components pa = Pr(a|s)
for each action a and a scalar value v estimating
the expected outcome z of the game from posi-
tion s, v≈E½zjs". AlphaZero learns these move
probabilities and value estimates entirely from
self-play; these are then used to guide its search
in future games.
Instead of an alpha-beta search with domain-

specific enhancements, AlphaZero uses a general-
purposeMonteCarlo tree search (MCTS) algorithm.
Each search consists of a series of simulated
games of self-play that traverse a tree from root
state sroot until a leaf state is reached. Each sim-
ulation proceeds by selecting in each state s a
move a with low visit count (not previously
frequently explored), high move probability, and
high value (averaged over the leaf states of
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Fig. 1. Training AlphaZero for 700,000 steps. Elo ratings were
computed from games between different players where each player
was given 1 s per move. (A) Performance of AlphaZero in chess
compared with the 2016 TCEC world champion program Stockfish.

(B) Performance of AlphaZero in shogi compared with the 2017
CSA world champion program Elmo. (C) Performance of AlphaZero
in Go compared with AlphaGo Lee and AlphaGo Zero (20 blocks
over 3 days).

1DeepMind, 6 Pancras Square, London N1C 4AG, UK. 2University
College London, Gower Street, London WC1E 6BT, UK.
*These authors contributed equally to this work.
†Corresponding author. Email: davidsilver@google.com (D.S.);
dhcontact@google.com (D.H.)
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What is AI?
Prediction Machine: „Prediction 
takes information you have, often 
called "data," and uses it to generate 
information you don’t have. In 
addition to generating information 
about the future, prediction can 
generate information about the 
present and the past.“ (Agrawal et al. 
2018, 32)

Data

Sufficient data that 
objectively document 
inputs and outputs.

Normatively
Are we sure that from a 
normative perspective, 
predictive outcomes 
should resemble past 
outcomes?

Stability

Patterns of inputs 
and outcomes 
need to be stable 
over time,

Conditions



Individuals

Self-rule.

Systems
Competition between 
democracy and 
autocracy.

Institutions

Elections and the public 
arena.

Groups

Equality.Areas of 
contact

Self-rule
Political self-rule relies on people's ability to 
express and form political opinions. AI is 
influencing both conditions.



Public 
Arena

AI Moderation

Published content will be checked and, if 
necessary, prevented from being 
distributed.

AI Informationflows

Information is deliberately disseminated 
or slowed down that presumably triggers 
desired or undesirable reactions.

AI Upload Filter

Content will be checked before 
publication and, if necessary, prevented 
from publication.

AI as Access to Public Arena

Humans use AI-powered services to 
answer questions and do not directly 
access sources of information.

Today, political information and decision-
making takes place in digital 
communication spaces. These are 
increasingly being shaped by AI. This 
influences people's ability to express 
themselves politically and to inform 
themselves. 

The data-driven nature of AI pulls the 
corresponding content into the average. 
Contestation becomes difficult, 
factuality uncertain.

Focus groups

LLMs can simulate the reactions 
of specific subpopulations or 
voter groups.

Misinformation

Generative AI be used to produce 
and distribute misinformation

Targeting

AI can select and reach out to 
targeted subpopulations and voter 
groups.

Variation
Generative AI can generate many 
content variations.

Persuasion & 
Manipulation
Political actors can use AI to optimize their 
messages more for target groups. This can 
happen for legitimate as well as illegitimate 
reasons.



It does not matter how well AI actually fulfills these 
tasks. 

The impression of AI's strong influence on political 
decision-making can be enough to delegitimize 
political decisions and elections. 

This is especially true when AI is seen as the cause 
of widespread misinformation.

Sometimes 
imagined effects 
are enough!
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We argue theoretically and document empirically that aging leads to greater (industrial) automation,
because it creates a shortage of middle-aged workers specializing in manual production tasks. We show
that demographic change is associated with greater adoption of robots and other automation technologies
across countries and with more robotics-related activities across U.S. commuting zones. We also document
more automation innovation in countries undergoing faster aging. Our directed technological change model
predicts that the response of automation technologies to aging should be more pronounced in industries
that rely more on middle-aged workers and those that present greater opportunities for automation and
that productivity should improve and the labor share should decline relatively in industries that are more
amenable to automation. The evidence supports all four of these predictions.

Key words: Aging, Automation, Demographic change, Economic growth, Directed technological change,
Productivity, Robots, Tasks, Technology.

JEL Codes: J11, J23, J24, O33, O47, O57

1. INTRODUCTION

Automation and robotics technologies are poised to transform the nature of production and work,
and have already changed many aspects of modern manufacturing (e.g. Brynjolfsson and McAfee,
2012; Ford, 2016; Graetz and Michaels, 2018; Acemoglu and Restrepo, 2020). The most common
narrative sees automation as the natural next step in the technological developments based on the
silicon chip (Brynjolfsson and McAfee, 2012). Though there is undoubtedly some truth to this
narrative, we argue that it ignores another powerful driver of automation: demographic change.
Indeed, automation technologies have made much greater inroads in countries with more rapidly-
aging populations. For example, the number of industrial robots per thousand industrial workers
in the U.S. stands at 8.4 in 2014, while the same number is considerably higher in countries
undergoing rapid demographic change, such as Japan (13.8), Germany (17.1), and South Korea
(19.7).1 Similarly, the U.S. lags behind Germany and Japan in the production of robots—a single

1. Industrial employment, from the ILO, comprises employment in manufacturing, mining, construction, and
utilities, which are the sectors currently adopting industrial robots.

The editor in charge of this paper was Dirk Krueger.
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Algorithmic Fairness: Choices,
Assumptions, and Definitions
Shira Mitchell,1 Eric Potash,2 Solon Barocas,3,4
Alexander D’Amour,5 and Kristian Lum6

1Port Jefferson, New York 11777, USA
2Harris School of Public Policy, University of Chicago, Chicago, Illinois 60637, USA;
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3Microsoft Research, New York, NY 10012, USA
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First published as a Review in Advance on
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online at statistics.annualreviews.org
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125902

Copyright © Shira Mitchell et al. This work is
licensed under a Creative Commons Attribution 4.0
International License, which permits unrestricted
use, distribution, and reproduction in any medium,
provided the original author and source are credited.
See credit lines of images or other third-party
material in this article for license information

Keywords
algorithmic fairness, predictive modeling, statistical learning, machine
learning, decision theory

Abstract
A recent wave of research has attempted to define fairness quantitatively.
In particular, this work has explored what fairness might mean in the
context of decisions based on the predictions of statistical and machine
learning models. The rapid growth of this new field has led to wildly
inconsistent motivations, terminology, and notation, presenting a serious
challenge for cataloging and comparing definitions. This article attempts
to bring much-needed order. First, we explicate the various choices and
assumptions made—often implicitly—to justify the use of prediction-based
decision-making. Next, we show how such choices and assumptions can
raise fairness concerns and we present a notationally consistent catalog
of fairness definitions from the literature. In doing so, we offer a concise
reference for thinking through the choices, assumptions, and fairness
considerations of prediction-based decision-making.
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Equality & 
Fairness

By automating tasks, AI can help weaken the role of 
workers in their relationship with employers. As a result, 
this can have a negative impact on their political 
representation. 

On the other hand, AI-supported (semi-)automation can 
help populations achieve prosperity gains, even if they 
are under pressure from demographic change and suffer 
from labor shortages.

Data sets are shaped by historical inequalities and 
discrimination. AI that makes recommendations for the 
future on these data sets will perpetuate historical 
inequalities and discrimination.

Annual Review of Political Science

Automation, Digitalization, and
Artificial Intelligence in the
Workplace: Implications for
Political Behavior
Aina Gallego1,2 and Thomas Kurer3,4
1Department of Political Science, University of Barcelona, Barcelona, Spain;
email: aina.gallego@ub.edu
2Institut Barcelona Estudis Internacionals, Barcelona, Spain
3Cluster of Excellence “The Politics of Inequality”, University of Konstanz, Konstanz,
Germany; email: thomas.kurer@uni-konstanz.de
4Department of Political Science, University of Zurich, Zurich, Switzerland

Annu. Rev. Political Sci. 2022. 25:463–84

First published as a Review in Advance on
February 3, 2022

The Annual Review of Political Science is online at
polisci.annualreviews.org
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Copyright © 2022 by Annual Reviews. This work is
licensed under a Creative Commons Attribution 4.0
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use, distribution, and reproduction in any medium,
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Keywords
technological change, voting behavior, political preferences, automation,
artificial intelligence, AI

Abstract
New technologies have been a key driver of labor market change in recent
decades.There are renewed concerns that technological developments in ar-
eas such as robotics and artificial intelligence will destroy jobs and create po-
litical upheaval. This article reviews the vibrant debate about the economic
consequences of recent technological change and then discusses research
about how digitalization may affect political participation, vote choice, and
policy preferences. It is increasingly well established that routine workers
have been the main losers of recent technological change and dispropor-
tionately support populist parties. However, at the same time, digitalization
also creates a large group of economic winners who support the political sta-
tus quo. The mechanisms connecting technology-related workplace risks to
political behavior and policy demands are less well understood. Voters may
fail to fully comprehend the relative importance of different causes of struc-
tural economic change andmisattribute blame to other factors.We conclude
with a list of pressing research questions.
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Elections and 
the public 
arena
AI use can weaken the institutions of 
elections and news media.

AI and 
elections

 Journal of Economie Perspectives—Volume 28, Number 2—Spring 2014—Pages 51-74

 Political Campaigns and Big Data1

 David W. Nickerson and Todd Rogers

 The all-encompassing goal of political campaigns is to maximize the prob
 ability of victory. To that end, every facet of a campaign is evaluated by
 how many votes an activity will generate and at what cost. To perform this

 cost-benefit analysis, campaigns need accurate predictions about the preferences
 of voters, their expected behaviors, and their responses to campaign outreach. For
 instance, efforts to increase voter turnout are counterproductive if the campaign
 mobilizes people who support the opponent. Over the past six years, campaigns
 have become increasingly reliant on analyzing large and detailed datasets to create
 the necessary predictions. While the adoption of these new analytic methods has
 not radically transformed how campaigns operate, the improved efficiency gives
 data-sawy campaigns a competitive advantage. This has led the political parties to
 engage in an arms race to leverage ever-growing volumes of data to create votes.
 This paper describes the utility and evolution of data in political campaigns.

 The techniques used as recendy as a decade or two ago by political campaigns
 to predict the tendencies of citizens appear extremely rudimentary by current
 standards. At that time, citizens' likely support was gauged primarily by their party

 affiliations and the "performance" of the precincts in which they lived (that is, what

 ■ David W. Nickerson is Associate Professor of Political Science, University of Notre
 Dame, South Bend, Indiana. He served as the "Director of Experiments" in the Analytics

 Department in the 2012 re-election campaign of President Barack Obama. Todd Rogers is

 Assistant Professor of Public Policy, Harvard Kennedy School of Government, Cambridge,

 Massachusetts. He co-founded the Analyst Institute, which uses field experiments and behav

 ioral science insights to develop best practices in progressive political communications. Their

 email addresses are dnickers@nd.edu and Todd_Rogers@hks.harvard.edu.

 + To access the Appendix and disclosure statements, visit
 http://dx.doi.org/10.1257/jep.28.2.51  doi=10.1257/jep.28.2.51

This content downloaded from 
� � � � � � � � � � � � 185.53.42.18 on Mon, 01 May 2023 08:09:56 +00:00� � � � � � � � � � � �  

All use subject to https://about.jstor.org/terms

Predict voting/donatingPredict vote decisions Message testing
Either very easy, or very 
difficult to predict. Rare 
outcomes are difficult to 
predict.

Possible, but of limited use. 
Prediction target occurs more 
frequently.

To a certain extent, messages 
can be tested. But the bigger 
challenge is to reach people.



Autocracy vs 
Democracy

Economic growth
Equalize knowledge 
processing advantage 
of democracies

War and conflict Quality of life

It is possible that autocracies are better able to use the 
potential of AI than democracies (i.e. more data, central 
planning and resource allocation). 

(These claims are solidly contested though, see Farrell et 
al 2022; Yang 2023)

Assessability

Companies, politicians and society 
must work together to ensure that AI 
and applications can be assessed.

Governance
Regulation must set limits and 
framework conditions. However, 
this is due to the previous points. 

Media literacy
AI is part of media literacy of users, 
but also of politicians, regulators, 
and scientists.

Interdisciplinarity

To achieve this, science must 
overcome disciplinary boundaries.What 

can be 
done?



Thank you!



References: 

• Acemoglu, D., & Restrepo, P. (2022). Demographics and Automation. The Review of Economic Studies, 89(1), 1–44. https://doi.org/10.1093/restud/rdab031

• Agrawal, A., Gans, J., & Goldfarb, A. (2018). Prediction machines: The simple economics of artificial intelligence. Harvard Business Review Press.

• Brynjolfsson, E., & McAfee, A. (2014). The second machine age: Work, progress, and prosperity in a time of brilliant technologies. W. W. Norton & Company.

• Buchanan, B., & Imbrie, A. (2022). The new fire: War, peace, and Democracy in the age of AI. The MIT Press.

• Diamandis, P. H., & Kotler, S. (2020). The future is faster than you think: How converging technologies are transforming business, industries, and our lives. 

Simon & Schuster.

• Eubanks, V. (2017). Automating inequality: How high-tech tools profile, police, and punish the poor. St. Martin’s Press.

• Farrell, H., Newman, A., & Wallace, J. (2022). Spirals of Delusion. Foreign Affairs, 101(5). 168-181.

• Gallego, A., & Kurer, T. (2022). Automation, Digitalization, and Artificial Intelligence in the Workplace: Implications for Political Behavior. Annual Review of 

Political Science, 25. 463-484.

• Jungherr, A. (2023). Artificial Intelligence and Democracy: A Conceptual Framework. Social Media + Society, 9(3), 1-14. doi: 10.1177/20563051231186353

• Jungherr, A., Rivero, G., & Gayo-Avello, D. (2020). Retooling Politics: How Digital Media Are Shaping Democracy. Cambridge University Press.

• Jungherr, A., & Schroeder, R. (2022). Digital Transformations of the Public Arena. Cambridge University Press.

• Jungherr, A., & Schroeder, R. (2023). Artificial Intelligence and the Public Arena. Communication Theory. 33(2-3), 164-173. doi: 10.1093/ct/qtad006.

• LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436–444. https://doi.org/10.1038/nature14539

• Lee, K.-F. (2018). AI superpowers: China, Silicon Valley, and the new world order. Houghton Mifflin Harcourt.

• Mitchell, S., Potash, E., Barocas, S., D’Amour, A., & Lum, K. (2021). Algorithmic Fairness: Choices, Assumptions, and Definitions. Annual Review of 

Statistics and Its Application, 8(1), 141–163. https://doi.org/10.1146/annurev-statistics-042720-125902

• Nickerson, D. W., & Rogers, T. (2014). Political Campaigns and Big Data. Journal of Economic Perspectives, 28(2), 51–74. https://doi.org/10.1257/

jep.28.2.51

• Nilsson, N. J. (2010). The quest for artificial intelligence: A history of ideas and achievements. Cambridge University Press.

• Prior, M. (2007). Post-Broadcast Democracy: How Media Choice Increases Inequality in Political Involvement and Polarizes Elections. Cambridge University 

Press. https://doi.org/10.1017/CBO9781139878425

• Russell, S. J., & Norvig, P. (2021). Artificial intelligence: A modern approach (Fourth edition). Pearson.

• Schrittwieser, J., Antonoglou, I., Hubert, T., Simonyan, K., Sifre, L., Schmitt, S., Guez, A., Lockhart, E., Hassabis, D., Graepel, T., Lillicrap, T., & Silver, D. 

(2020). Mastering Atari, Go, chess and shogi by planning with a learned model. Nature, 588(7839), 604–609. https://doi.org/10.1038/s41586-020-03051-4

• Yang, E. (2023). The Digital Dictator’s Dilemma. (Working Paper).

• Zaller, J. R. (1992). The Nature and Origins of Mass Opinion. Cambridge University Press.

https://academic.oup.com/restud/article-abstract/89/1/1/6295889
https://www.foreignaffairs.com/world/spirals-delusion-artificial-intelligence-decision-making
https://www.annualreviews.org/doi/abs/10.1146/annurev-polisci-051120-104535
https://journals.sagepub.com/doi/10.1177/20563051231186353
https://www.cambridge.org/core/books/retooling-politics/146A770F6DF312C1AF1B34A8C7AF35CF
https://www.cambridge.org/core/elements/abs/digital-transformations-of-the-public-arena/6E4169B5E1C87B0687190F688AB3866E
https://academic.oup.com/ct/article/33/2-3/164/7202294
https://www.nature.com/articles/nature14539
https://www.annualreviews.org/doi/10.1146/annurev-statistics-042720-125902
https://www.aeaweb.org/articles?id=10.1257/jep.28.2.51
https://www.cambridge.org/core/books/quest-for-artificial-intelligence/32C727961B24223BBB1B3511F44F343E
https://www.cambridge.org/core/books/postbroadcast-democracy/A0D17A3CD156A0D1BB4318EE5DBCC60B
https://www.nature.com/articles/s41586-020-03051-4
https://www.eddieyang.net/research/DDD.pdf
https://www.cambridge.org/core/books/nature-and-origins-of-mass-opinion/70B1485D3A9CFF55ADCCDD42FC7E926A

